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ABSTRACT: The Present financial system operates on technological innovations with attention 

to cryptocurrencies and its related processes. Blockchain technology has increased exponentially 

since the release of Bitcoin in year 2008 as the first viable decentralized cryptocurrency. In recent 

years, research on machine learning, blockchain technology, and interaction has improved 

significantly. This work considers utilizing clustering and Machine Learning techniques to predict 

the closing price of cryptocurrencies. The study adopts K-means, Model Based Clustering 

Algorithms and Artificial Neural Network (ANN) approaches to implement clustering and time-

series predictions. The capability of the Neural Network to provide one-day closing price 

prediction of Bitcoin was evaluated. The paper espouses a training ratio of 70:30 on the dataset 

deployed in the work for an increased accuracy due to large number of data-points. Basically, 

using K-Means and Model-Based Clustering algorithms indicated 74.5% accuracy based on the 

Elbowing method adopted for the determination of optimal number of clusters in the data set. 

Increasing the number of clusters to 10 in the data points demonstrates an accuracy of 88.4%.  The 

Empirical findings reveal that, Mean Squared Error (MSE) score shows 1.20, the Mean Absolute 

Error (MAE) score illustrate 2.9 on the test dataset after evaluation of the prediction model. A 

comparative analysis shows the advantages of using K-Means, Model-Based Clustering 

algorithms and artificial neural network to provide trustworthy, automatic monitoring and 

clustering as well as prediction. This further reveals that it is feasible to produce an estimation for 

which price moving indicators can impact the actual coin closing price operations. 

 

KEYWORDS: blockchain technology, cryptocurrencies, machine learning (ml), model-based 

clustering algorithms, artificial neural network (ANN), k-means cluttering   

 

 

INTRODUCTION  

 

The advent of technology based economy, notably application of artificial intelligence (AI) result 

in widespread use of new financial tools. Individuals and financial organizations alike have 

considered machine learning, a sub-field of AI to create new approaches to drive information 
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system security and digital economy. Since the introduction of Blockchain technology, most 

published research works have focused on non-technical elements of the technology, such as legal 

difficulties and its involvement in criminal activity [10]. Given the novelty of Blockchain 

technology and the quick advancements in machine learning techniques, research on the 

intersection is still in its infancy compared to many other fields. The age of bank digitalization and 

Data Science stemmed with both prospects and challenges [11]. In [11], the paper assert that, the 

Internet has played a significant role in changing how we interact and communicate with other 

people as well as how we do business today. As a result of the Internet, electronic commerce has 

emerged, allowing businesses to effectively interact with their customers and other establishments 

inside and outside their industries. Various strategies have been created based on previous studies, 

including the use of AI to forecast the future price of cryptocurrency. Basically, prediction 

techniques may be divided into two groups: prediction-based techniques and cluster-based 

approaches. Prediction-based approaches utilize tools such as Artificial Neural Network (ANN), 

Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Decision Support 

System (DSS). Other techniques include Hidden Markov Model (HMM), Naive Bayes (NB), NN, 

Support Vector Regression (SVR), and SVM. Similarly, approaches based on filtering, fuzzy, k-

means, and optimization are classified as clustering techniques [5]. Cryptocurrency prices are 

extremely volatile, and this complexity attracts researchers and statisticians who want to Figure 

out how to predict the future values of such cryptocurrrency prices. Despite the numerous study 

papers published in related areas to price prediction of cryptocurrency and stocks, many people 

still believe that cryptocurrency prices cannot be predicted. This is due to the large number of 

factors that influence coin and token values, many of which are dependent on other, possibly 

unknown factors and majorly due to its decentralized system. Furthermore, the price of a crypto 

currency is a time series that is inherently noisy, dynamic, nonlinear, intricate, nonparametric, and 

chaotic [23]. The most popular method for financial market forecasting is to utilize previous price 

change experiences to forecast future price changes. According to [8] "financial forecasting is an 

example of a signal processing task that is tough owing to short sample sizes, excessive noise, non-

stationarity, and non-linearity." This is because the cryptocurrency price data is often coin values 

from real-time transactions, obtaining a larger data sample will require a longer time period. The 

cryptocurrency financial markets are not always static over extended periods of time; thus a longer 

length of time does not necessarily yield the best results. However, if the elements that influence 

crypto prices can be identified, it may be feasible to predict prices without depending so much on 

previous data. It is practically hard to comprehend all of the variables that affects crypto prices, 

this research explores a possible solution to the aforementioned problems. 

 

LITERATURE REVIEW 

 

The problems associated with cryptocurrencies are one of the essential issues that many studies 

have tried to overcome. The Machine learning techniques have been proposed in order to support 

the clustering and prediction of closing price of cryptocurrency. In these studies, the authors have 

attempted to highlight the significant of the approaches in finance been explored for decades. The 
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amount of research done on the effectiveness of machine learning approaches for predicting the 

price of cryptocurrency is minimal. In [21], End-2-End behavioural analysis of wormhole attacks 

on the transmitting networks layer of MANET was realized to detect the level of (security) 

wormhole attack on the network based on several parameters considered by determining the degree 

of severity of wormhole attack which may upset the Quality of Service (QOS) delivery. Again, 

[12] used Bayesian neural networks (BNN), as well as elements drawn from Bitcoin and block 

chain technology's principles. The authors validated Bitcoin's significant volatility and developed 

a successful price time series predictor. On modeling and forecasting the Bitcoin process, they 

perform an empirical research that compares the Bayesian neural network to other linear and non-

linear benchmark models. Through their cross validation and bootstrap resampling methods, they 

were able to extract training and testing dataset from the original dataset. In their work, evaluation 

metrices including root mean square error and mean absolute percentage error were techniques 

adopted to assess the performances of all the trained models. Based on their experimental results, 

they demonstrated that BBN based model performed comparatively better than other models in 

effectively describing the bitcoin log price and price volatility. [14] looked at anticipating Bitcoin 

price variations from a classification-based method. They used three classification based 

algorithms: Binomial GLM, SVM and Random Forest. The binomial GLM classifier performed 

better than the other two with an accuracy score of 98.7% followed by Random Forest tree based 

algorithm with 95% and lastly, SVM achieving an accuracy of 27% in daily forecasting of the 

bitcoin price, while 10-minute time intervals had a 50-55 percent accuracy for Binomial and 

Radom Forest. Their method of model performance evaluation were standard techniques used in 

classification-based algorithms including, specificity score, sensitivity score, precision score and 

accuracy. Another study looked at the link between fundamental economic data, emotive analysis, 

and the price of Bitcoin. Support vector machines were used by [6] in their research, they 

discovered that the frequency of Wikipedia views and the network hash rate had a positive link 

with Bitcoin's price. Sentiment is increasingly being used as a predictor of bitcoin price due to the 

enormous quantity of data accessible.  Nonparametric classification is described by [19], as a 

method for forecasting trends. They propose a latent source model, which [4] analyze. According 

to [19], a latent source is defined as a group of latent variables that provide features that are not 

immediately observable, rather than a strategy that highlights a system phenomenon from a set of 

variables. In particular, Bayesian regression is used to forecast Bitcoin price changes, resulting in 

a roughly twofold return on their initial investment in just 60 days [19]. The paper attained a price 

movement accuracy of 55% by adding the characteristics to SVM and ANN algorithms. The results 

obtained by [9] are hopeful and contradict the EHM hypothesis in certain ways. Sentiment analysis 

has been used in several research, and it is becoming increasingly essential in today's culture, 

which is heavily impacted by social media. [13] investigated online cryptocurrency forums in 

attempt to forecast price swings using the Granger casuality test, a well-known method for 

forecasting currency and stock value. The authors arrived to the conclusion that comments and 

views on cryptocurrencies on social media had an impact on their pricing.  Recently, a number of 

publications and research have begun to experiment with the use of recurrent neural networks 

(RNN) on Bitcoin data. RNNs may be able to increase performance, according to evidence. [15] 
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attempted to forecast the trajectory of Bitcoin's price versus the US dollar in their study. On daily 

Bitcoin values, both RNN and LSTM (Long short-term memory) networks were evaluated. With 

a 52 percent accuracy over a 100-day span, the LSTM network produced the greatest results. On 

sample Bitcoin data, [20] investigated the performance of ARIMA (AutoRegressive Integrated 

Moving Average) and RNNs. They demonstrated that RNN outperforms non-dynamic ARIMA in 

terms of performance. In [22], the system used Model-Based Design (MBD) which consists of two 

steps: the creation of a conceptual model and the transformation of that model into mathematical 

representation. The Model formulation represent the process of converting the understanding of a 

natural system into mathematical form as a quantitative and graphical approach to solving 

challenges in ensuring that all aspects of data processing are implemented for good systems design. 

Summary of Related Literature 

From the previous section on the review of related literature, the following summary is drawn; 

Table .1: Summary of Related Literature 

Autho

r 

Work Methodology 

Used 

Contribution to Knowledge Limitatio

ns 

[12] Bayesian neural 

networks (BNN), as 

well as elements 

drawn from Bitcoin 

and blockchain 

technology's 

principles 

Bayesian neural 

networks 

(BNN) 

They demonstrated that 

BBN based model performed 

comparatively better than 

other models in effectively 

describing the bitcoin log price 

and price volatility. 

Lack of 

clustering-

based model. 

[14] Anticipating 

Bitcoin price 

variations from a 

classification-based 

method 

Binomial GLM, 

SVM and 

Random Forest 

The binomial GLM classifier 

performed better than the other 

two with an accuracy score of 

98.7%, Random Forest tree 

based algorithm with 95% and 

SVM achieved an accuracy of 

27% in daily forecasting of the 

bitcoin price. 

The accuracy 

of other 

models are 

dramatically 

low at 27% in 

daily 

forecasting of 

the price of 

bitcoin. 

[15] Forecasting the 

trajectory of 

Bitcoin's price 

versus the US dollar 

using RNN and 

LSTM 

RNN and LSTM 

(Long short-

term memory) 

With a 52 percent accuracy 

over a 100-day span, the 

LSTM network produced the 

greatest results 

The 

forecasting 

accuracy 

varies greatly 

between the 

models and 

cryptocurrenci

es used in the 

research work 
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[20] Performance of 

ARIMA and RNNs 

Performance 

Evaluation of 

ARIMA 

(AutoRegressiv

e Integrated 

Moving 

Average) and 

RNNs 

RNN outperforms non-

dynamic ARIMA in terms of 

performance. 

The 

forecasting 

accuracy of 

the models 

evaluated in 

the work was 

low compared 

to similar 

studies. 

[1] Cryptocurrency 

price prediction  

using tweet 

volumes and 

sentiment 

analysis.  

SMU Data Science Lack of 

clustering-

based model. 

[2] Distributed ledgers 

and operations: 

What operations 

management 

researchers should 

know about 

Blockchain 

technology.  

Blockchain 

Technology  

Manufacturing & Service 

Operations Management,  

. 

Lack of 

clustering-

based model. 

[3] Arguments against 

avoiding RMSE in 

the literature. 

Geoscientific model 

development. 

 

Root mean 

square error 

(RMSE) or 

mean absolute 

error (MAE). 

Geoscientific model 

development 

 

Lack of 

clustering-

based model. 

 

SYSTEM FRAMEWORK  

Proposed System Framework 

The proposed system’s structure is depicted in the Figure 1. The suggested framework is used as 

a guide to develop and implement a hybrid machine learning project for forecasting of future price 

of cryptocurrencies 
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Fig. 1: Structure of the proposed system 

 

MATERIALS AND METHODS 

 

Quantitative research approaches are often used in machine learning based research. This study 

adopts quantitative research methodology. Quantitative research as an empirical. methods focus 

on the domain of collecting and analyzing data from many sources, including the use of 

mathematical, statistical, or computational methods to arrive at good research findings. The work 

involves machine learning (ML) approach for a systematic use of algorithms and statistical models 

to efficiently execute tasks without explicit instructions, relying instead on patterns and inference.   

Research Design 

This paper used an experimental research design to cover the planning, implementation, and 

analysis of experimentation of financial cryptocurrency market data. The methods used for 

collection and acquisition of both primary and secondary research data, as well as the use of data 

preprocessing techniques, model training, testing, and assessment. 

Data Collection 

The application of quantitative experimental research study measured and allowed the secondary 

data collection method to be used for collection of historical price data of bitcoin cryptocurrency. 

The researcher collected bitcoin dataset from yahoo finance aggregator for the period of 2019 to 

2021 with time series of a minute prices of bitcoin against the United State Dollars (USD). The 

dataset contains no header and the time feature is coded using unix timestamp format. 

Cryptocurrency data was gathered or collected from cryptodatadownload, an on repository for all 

cryptocurrency ranging or spanning for four years’ interval. Top five (5) coins were chosen 

Data 

collection 

Data 

Preprocessin

g  

Data 

Normalizati

on 

K-Means 

Clustering 
Artificial 

Neural 

Network 

Prediction  

Results 

Evaluatio

n  
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according to the latest coin ranking from coinmarketcap. A total of 3500 records were filtered out 

based on 4 years’ interval (2019-2022) which was used for the clustering and prediction. 

  

Data Preprocessing 

Data Preprocessing was carried out as an important phase in the research for the model's validity 

and performance, as well as the model's outputs. Machine learning relies on data to make 

judgments and forecast future outcomes, given supervised or unsupervised learning, reinforce 

learning, classification, or regression type of machine and statistical learning, data preprocessing 

incorporates a set of operations for efficient machine learning research outcomes. Preprocessing 

data is an important mining technique for transforming raw data into a usable and efficient format 

Variables, traits, fields, attributes, and dimensions are all terms used to describe features. Table 2 

shows how we categorize statistical input depending on measurement units. 

 

Table 2: Field Data Attributes Categorization 

 

 

 

 

 

 

Model Training and Testing 

The Model Training and Testing phase considers cleaning and data normalizing, a decision on how 

much of the dataset should be set aside as a training set and how much should be set aside as a 

testing set was essential. Realistically, in machine learning, the training data set is the real dataset 

that is used to train the model to perform various actions. This is the actual data that the models 

learn as part of the continual development process, using various APIs and algorithms to enable 

the machine to work autonomously. One of the tasks in machine learning is to research and develop 

algorithms that can learn from and predict data. These algorithms work by creating a mathematical 

model from input data and producing data-driven predictions or judgments. The training set in this 

study was taken from statistical data gathered binnance data on cryptocurrency of five different 

coins. The data was subjected to preprocessing phases to remove certain noisy and redundant data. 

Our data was divided into a ratio of 0.7%(training) and 0.3% (test set) for which was used during 

the prediction process. The splitting ratio was 0.7%(training) and 0.3%(testing).  After then, we 

carried out normalization of data which one of the most important part of clustering of data. Table 

3 depict the normalized data.  

Attributes  Category/units 

Trade Count 

(Adj_Close) 

Numeric 

Opening Price (Open)   Numeric 

Low Price (Low) Numeric  

High Price (High) Numeric 

Volume Numeric 

Closing Price (Close)  Numeric  
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Model Evaluation 

A machine learning model's performance and accuracy are used to assess its integrity, validity, 

and robustness. The work required validation and analyzes of how well the model predicts the 

output variable (future prices) on data that were not utilized to train the model when we use a 

supervised learning strategy to train a predictive model. However, classification machine learning 

models utilized confusion matrix and AU-ROC graphs to evaluate model performance and 

accuracy. The R-squared coefficient, root means square, mean absolute error and mean square 

error techniques was adopted to evaluate the model performance and accuracy of the predicting 

model. 

Clustering Algorithm for the proposed K-means  

The proposed algorithm listed below can be implemented using any programming language of 

choice. In the next chapter, we implemented them using R programming language. 

i. We downloaded trading data in .csv format from coin market cap. 

ii. The downloaded data was read from .csv file 

iii. The data was summarized to identify the relevant properties of the input data. 

iv. Data scaling (data normalization) was done  

v. Initial cluster points were selected to be two randomly 

vi. Plot the result of iv 

vii. Apply elbow method in selection of cluster from 1: 10 

viii. Plot the elbow graph 

ix. Select the number of clusters that forms the elbow  

x. Carryout out clustering again based on the selected number in viii. 

xi. Plot the clusters in ix. 

xii. Evaluate results using sum of squares 

xiii. Also apply the data in another clustering technic i.e model-based cluster  

xiv. Plot the results  
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ANN Algorithm for the Proposed Model  

i. Load in required libraries 

ii. Read in the crypto data  

iii. Check the structure of data 

iv. Check for any inconsistencies in the data 

v. Carryout data slicing in the ratio of 70%: 30% 

vi. Normalized the independent variables  

vii. Create the model  

viii. Compile the model 

ix. Fit in data for the model training 

x. Evaluate the model on test set 

xi. Evaluate the model using Mean Absolute Error 

xii. Plot the model 

xiii. Plot the predicted value against the actual 

MODEL DESIGN 

Using price information from the previous 20 days of the moving window, our study's objective is 

to predict closing prices for a day in the future. Additionally, the work utilizes each 

cryptocurrency's daily closing price as a data point for analysis. The price history in our dataset 

dates back to the day the cryptocurrency was first published on a coin-exchange platform. Indeed, 

all values have been obtained from open cryptocurrency exchanges and are all expressed in United 

State Dollars. Efficient model design often employed for time-series prediction was used in this 

work. In other to forecast future closing price of a Bitcoin, a unique model was created from basis. 

The model design consists of a multilayer perceptron (MLP), a type of feed-forward ANN with 

three (3) layers of nodes. Except for the input nodes, every node in an MLP is a neuron that 

functions by means of a nonlinear activation function. Each neuron's output is determined by the 

activation function for each combination of inputs. 
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Table 3: Normalized data 

 

Model Formulation Using Artificial Neural Network (ANN) 

The processing element is one of the most basic ANN architectures. It is based on [7] threshold 

logic unit (TLU), also characterized as the linear threshold unit, which is a somewhat different 

neuron (LTU). The inputs and outputs are integers (rather than binary on/off values), and each 

input connection has a weight. In equation (4.1), the TLU computes the weighted average of its 

inputs. The Threshold L`ogic Unit is illustrated in Fig. 2.  

𝑧 = 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑛𝑥𝑛 = 𝑥𝑇𝑤 (1) 

We can then apply a step function to the sum and the outputs the result:  

ℎ𝑤(𝑥) = 𝑠𝑡𝑒𝑝(𝑧) (2) 

 where  

𝑧 = 𝑥𝑇𝑤 (3) 
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Fig. 2: Threshold L`ogic Unit; Adapted from [7] 

ℎ𝑤𝑏(𝑋) = 𝜙(𝑋𝑊 + 𝑏) (4) 

Where;  

1. 𝑋 represents the matrix of input features, it has one row per instance, one column per 

feature. 

2. The weight matrix W contains all the connection weights excerpts for the ones from the 

bias neuron. The layer comprises one row for each input neuron and one column for each 

artificial neuron. 

3. All of the connection weights between the bias neuron and the synthetic neurons are 

contained in the bias vector b. It has one bias term per artificial neuron. 

4. The function is known as the activation function, and it is a step function 

when the artificial neurons are TLUs. 

Perceptron’s, on the other hand, are trained using a rule that considers the network's error and 

reinforces connections that assist minimize the error. The Perceptron is presented with one training 

sample at such a time and makes recommendations for each one. It reinforces those weights of the 

connections from of the inputs which would have contributed to the right prediction for every 

output neuron that made an erroneous prediction. The following is the perceptron learning rule: 

eqn 4.5: 

𝑤𝑖𝑗
𝑛𝑒𝑥𝑡 𝑠𝑡𝑒𝑝

= 𝑤𝑖𝑗 + 𝜂(𝑦𝑗 − 𝑦�̂�)𝑥𝑖  (5) 

 where, 

1. 𝑤𝑖𝑗 is the connection weight between the 𝑖𝑡ℎ input neuron and the 𝑗𝑡ℎ output neuron 

2. 𝑥𝑖 is the 𝑖𝑡ℎ input value of the current training instance. 

3. �̂�𝑖 is the output of the 𝑗𝑡ℎ output neuron for the current training instance. 

4. 𝑦𝑖 is the target output of the 𝑗𝑡ℎ output neuron for the current training instance. 

5. 𝜂 is the learning rate. 
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5.2  Model Formulation Using Clustering  

Clustering is essentially an unsupervised learning technique. Unsupervised learning is a technique 

for extracting references from datasets that contain input data but no labeled responses. It is a 

method for identifying significant structure, explaining underlying processes, generating traits, and 

groups in a set of samples. Hence, clustering is the process of partitioning a population or set of 

data points into several groups so that data points in the same group are more similar to each other 

and dissimilar to data points in other groups. It is essentially a collection of objects based on their 

similarity and dissimilarity. When selecting a clustering algorithm, we need to about whether it 

will scale to your dataset. Machine learning datasets can contain millions of samples, but not all 

clustering algorithms scale well. The similarity between all pairs of instances is computed by many 

clustering algorithms.  

 

Types of Clustering 

Clustering can be done in several ways. A Comprehensive Survey of Clustering Algorithms has 

an exhaustive list.  Each strategy is best suited for a specific data distribution. A brief explanation 

of four common techniques is provided here, with a focus on centroid-based clustering using k-

means. 

 

Centroid-based Clustering 

In comparison to hierarchical clustering described below, centroid based clustering organizes data 

into nonhierarchical clusters. The most extensively used centroid-based clustering algorithm is k 

means. The efficiency of centroid based algorithms is limited by beginning conditions of outliners. 

Because k means is an efficient, effective and easy clustering algorithm, it is the subject of this 

course. Figure 3 shows a sample of centroid-based clustering. 

 

Fig. 3: Centroid-based clustering. 

Density-based Clustering 

Clusters of high example density are connected using density-based clustering. Therefore, has long 

as dense areas can be connected, arbitrary-shaped distributions are possible. These algorithms 
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struggle with data with data with a wide range of densities a dimension. Figure 4 illustrates density-

based clustering. 

 
Fig. 4: Density-based clustering 

Distribution-based Clustering 

This clustering method presupposes that data is made up of distributions, such as Gaussian ones. 

In Figure 5, the data is clustered into three Gaussian distributions using a distribution-based 

technique. The likelihood that a place belongs to the distribution diminishes as distance from the 

center increases. The bands depict the likelihood drop. We must use a different algorithm if you 

don't understand the type the distribution of your data. 

 

Fig. 5: Distribution-Based Clustering. 
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Hierarchical Clustering 

A tree of clusters is created through hierarchical clustering. Not expectedly, hierarchical clustering 

is highly suited to hierarchical data, such as taxonomies Figure 6 Illustrate a sample hierarchical 

tree clustering Animal. 

 
Fig. 6: A sample hierarchical tree clustering Animal 

 

The centroid-based clustering algorithm which is the k means clustered is adopted for this research 

for the efficient clustering of crypto currency data gathered from yahoo finance.  The K-means 

algorithm is presented below. Unsupervised Learning Algorithm K-Means Clustering divides the 

unlabeled dataset into different clusters. K specifies the number of pre-defined clusters that must 

be produced during the process; for example, if K=2, two clusters will be created, and if K=3, three 

clusters will be created, and so on. K-means provides a simple approach to cluster data into 

multiple groups and a quick way to determine the categories of groups in an unlabeled dataset 

without any training. In this centroid-based method, every cluster is associated with just a centroid. 

This method's primary purpose is to lower the sum of ranges between data points and the clusters 

to which they correspond.  

The k-means clustering algorithm is typically used to achieve two objectives: 

1. Determines the best value for K center points or centroids iteratively. 

2. The nearest k-center is assigned to each data point. Data points that are near to a given k-center 

create a cluster. 

As just an outcome, every cluster has datasets that are comparable but distinct from the others. The 

K-means Clustering Algorithm is illustrated in Figure 7. 
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Fig. 7: K-means Clustering 

Hence, the step by step algorithm is presented below as; 

i. Step 1: To determine the number of clusters, choose the number K. 

ii. Step 2: At random, choose K locations or centroids. (It's possible that it's not the same as 

the arriving dataset.) 

iii. Step 3: Allocate every piece of data to the closest centroid, resulting in the preset K clusters. 

iv. Step 4: Compute the variance and move the centroid of each cluster. 

v. Step 5: Repeat the third stage, reallocating each piece of data to its new cluster centroid. 

vi. Step-6: If there is a reassign, go to step 4; else, go to FINISH. 

vii. Step 7: The model has now been finished. 

Data Visualization 

Examining data to determine what it means is known as exploratory data analysis (EDA). EDA is 

extremely important with today's data since it doesn't require a pre-specified hypothesis. In the 

past, conducting traditional data analysis required the analyst to have a basic grasp of the data in 

order to formulate clear questions to draw conclusions from the data and to know in advance which 

hypothesis to test. However, unless an iterative method is utilized to extract knowledge from data 

and the data's understanding is updated using EDA, it is hard to know what to look for because 

data is mined exponentially from numerous sources and in varied forms. Visual data exploration 

is at the heart of EDA (VDE). VDE is a technique for displaying data visually. Through 

presentation, the analyst might get anticipated or unexpected insights into the data, enabling the 

formulation of hypotheses. VDE aims to combine modern computational power with human 

perceptive skills in the information discovery process. The following visual data investigation was 

carried out on the project dataset:  Figure. 8: indicates variable pairing 

1. Variable Pairing 
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Fig. 8: Variable pairing 

 

Classification Plot 

 

Fig. 9: Classification plot against Independent Variables 
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Evaluation Methodology 

In this section, the methods of evaluating the cluster algorithm is presented. 

Cluster Evaluation 

We carried out performance evaluation on the k-means clustering using sum of squares. Figure 

10a depicts the performance of our 4 cluster which gave 74.5% accuracy. 

 

Fig. 10 a: cluster Evaluation 

Furthermore, it was observed that on increasing the number of clusters to 10, the accuracy was 

high which gave an 88.4% which is depicted in Figure 10 b depicts cluster Evaluation 

https://www.eajournals.org/


International Journal of Network and Communication Research 8(1),1-22,2024                                        

      Online ISSN: 2054-636X (Online)  

                                                                           Print ISSN: 2054-6351(Print) 

Website: https://www.eajournals.org/  

              Publication of the European Centre for Research Training and Development-UK 

18 

 

``  

Fig. 10 b: Cluster Evaluation 

Furthermore, we, evaluate our training model based on the test set which we splited in order to see 

how or model fit well on test and predicted. The Predicted vs. Actual plot is illustrated in Figure 

11. 

 

Fig. 11: Predicted vs. Actual 

https://www.eajournals.org/


International Journal of Network and Communication Research 8(1),1-22,2024                                        

      Online ISSN: 2054-636X (Online)  

                                                                           Print ISSN: 2054-6351(Print) 

Website: https://www.eajournals.org/  

              Publication of the European Centre for Research Training and Development-UK 

19 

 

 

RESULTS AND DISCUSSION 

 

When evaluating the clustering algorithm based on the k-means technique using sum of squares, 

the model (denoted using four clusters) as depicted in Figure 10, we obtained an accuracy score of 

74.5%. The K-Means Clustering and Model-Based Clustering algorithms was evaluated using the 

Elbowing Method which was adopted for the determination of the optimal number of clusters in 

the dataset. When the number of clusters to 10 the accuracy gave us 88.4%.  Before arriving on 

the final models provided in this research, neural network adopted in this research was built by 

optimizing model hyper parameters such as activation functions, loss function and optimizer. 

Finally, the evaluation of our prediction model was carried out using mean square error and mean 

absolute error, Mean Squared Error (MSE) was 1.20 while Mean Absolute Error (MAE) gave us 

2.9 after evaluation on the test dataset. 

 

CONCLUSION 

 

In recent years, researchers and practitioners have been interested in machine learning and 

Blockchain technology. From self-driving vehicles to anonymous cryptocurrency-based payment 

systems that are widely utilized throughout the world, their applications in the real world are 

becoming increasingly evident to everyone. The purpose of this research is to give scholars and 

practitioners a better knowledge of the performance of typical time-series prediction models on 

cryptocurrencies. Typically, when researchers attempt to predict future prices of cryptocurrency, 

they employ sentiment analysis. Instead of mood, type of coin or popularity of the coin, the price 

movement indicators were employed as the main target variables in this project. The idea behind 

this was to use historical network data of each cryptocurrency to predicts the trend of future prices 

as well as determine the variable with significance influence on the cryptocurrency market. The 

results of the artificial neural network reveal that it is feasible to produce a estimation for which 

price moving indicators can effect coin price. Finally, visualization methods were employed to 

boost human capacities, improve computational decision-making, and make articulating the 

relationship between price variables and coin price. When there is limited insight on what 

questions to ask or hypothesis to be formulated ahead of time, data visualization was used in this 

project helped to make sense of the data. The use of data visualization, curve plotting, and diagrams 

facilitated the output of the clustering-based model. Correlated variables, clustering variable 

relationships and groups were visualized using modern visualization techniques. This further 

attributed to the effective and efficient design, development and implementation of this proposed 

system.  
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