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ABSTRACT: Regression analysis is an analysis that aims to determine whether there is a 

statistically dependent relationship between two variables, namely the predictor variable and 

the response variable. One of the methods for estimating multiple linear regression parameters 

is the Least Squares Method. Therefore, careful and meticulous analysis and selection of 

appropriate techniques are required to overcome the multicollinearity problem and ensure 

accurate and meaningful regression analysis results. Descriptive statistical table of response 

variables and predictor variables, where the average results are rounded. The regression 

equation using the OLS method is as follows: 𝑌̂ = 2,037 + 0.302𝑋1 + 0.206𝑋2 + 0.172𝑋3 +
0.342𝑋4. Therefore, it is important to use special techniques such as regularization or PCA to 

overcome the multicollinearity problem in the data before applying the least squares method. 

Thus, we can obtain more stable and accurate regression coefficient estimates and a more 

reliable linear regression model. 
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INTRODUCTION 

 

Multiple linear regression analysis is an analysis with multiple independent variables (Janah & 

Kartini, 2022). Regression analysis is an analysis that aims to determine whether there is a 

statistically dependent relationship between two variables, namely the predictor variable and 

the response variable (Hermawan, 2021). In addition, another purpose of multiple regression 

analysis is to predict the effect or functional relationship between two or more predictor 

variables on one response variable (Sartika et al., 2020). Regression analysis is an equation 

expressed in mathematical form between the independent variable X and the response variable 

Y  (Ningsih et al., 2019). A problem that often arises in multiple regressions is multicollinearity. 

Multicollinearity problems occur when predictor variables and other predictor variables are 

correlated with each other (Sartika et al., 2020).  

 

In the research data, sometimes multicollinear data is accidentally found where the independent 

variables are related to each other, so it becomes a serious problem in analyzing research data 

(Senaviratna & Cooray, 2019).  If there is multicollinearity among the independent variables, 
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the estimated regression model parameters using the least squares method will produce an 

unbiased estimator with a large variance. Multicollinearity detection can be done informally, 

one of which is by the linear correlation coefficient between independent variables, or in a 

formal way with the variance inflation factor (Bayman & Dexter, 2021).  

 

In a linear regression analysis, "multicollinearity" refers to the presence of a significant 

correlation between two or more independent variables. This can make it difficult to interpret 

the predicted regression coefficients effectively when employing the least squares method since 

they become unstable (Lavery et al., 2019). The presence of multicollinearity cases causes the 

standard error (SE) of the regression parameters to increase, so an alternative method is needed 

for estimating multiple linear regression parameters (Auqino et al., 2019). According to 

(Adeboye et al., 2014) multicollinearity affects the standard error of the regression coefficient 

estimate, so the estimation results may not be accurate. The effect of multicollinearity obscures 

the interpretation of the structure of the model equation. To overcome this, eliminate correlated 

independent variables from the model (Nyrhinen & Leskinen, 2014). In addition, 

multicollinearity can also cause differences in conclusions between the F statistical test and the 

t statistical test.  

 

The least squares method is a method in statistics used to find the best line or curve that can 

represent data. The goal is to find the mathematical model that best fits the data (Ningsih et al., 

2019). The least squares method can be applied to various types of mathematical models, such 

as linear, polynomial, and exponential models (Klau, 2019). This method is also very useful in 

processing data that contains noise or uncertainty because it can reduce the effect of data 

variability (Janah & Kartini, 2022). The least squares method is used to determine the 

coefficient values in the straight line equation by minimizing the sum of the squared differences 

between the observed values and the values predicted by the mathematical model (Sartika et 

al., 2020). In multiple linear regression, the least squares method is used to determine the 

coefficient value of each independent variable (Razali et al., 2021). 

 

In the multiple linear regression analysis method, there is a classic assumption test, namely the 

heteroscedasticity test, which aims to test whether the inequality of the residual variance from 

one observation to another in the regression model is fixed (Janah & Kartini, 2022).  In the least 

squares method, the main objective is to find the regression coefficient value that best estimates 

the value of the dependent variable from the independent variables. However, when there is 

multicollinearity between the independent variables, the least squares method cannot produce 

accurate coefficient values (Obite et al., 2020). To overcome the multicollinearity problem, 

several techniques can be used, such as removing independent variables that are strongly 

correlated, transforming the data, or using other methods such as ridge regression or lasso 

regression. In this way, the results of linear regression analysis can be more accurate and 

meaningful in explaining the relationship between the dependent and independent variables 

(Weaving et al., 2019). 
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Applying the least squares method to multicollinearity data can cause problems in estimating 

accurate regression coefficients. Therefore, several techniques can be used to overcome the 

multicollinearity problem in the least squares method, among others (Hair et al., 2014): 

 

1. Using the ridge regression technique: This technique involves adding a "shrinkage 

parameter" to the regression equation to reduce the variance of the regression coefficient 

estimates. This technique is suitable for data with many independent variables. 

2. Strongly correlated independent variables can be eliminated from the regression model, 

either one or all of them if there are two or more independent variables that exhibit this 

correlation 

3. Performing data transformation: This technique involves transforming the data used in the 

regression model, such as logarithms or square roots, so as to minimize the correlation 

between independent variables 

4. Using the lasso regression method: This method overcomes multicollinearity by selecting 

the independent variables that contribute most to the regression model and ignoring those 

that are not significant 

 

In applying the least squares method to multicollinearity data, it is important to choose the 

technique that is most appropriate and relevant to the data used. In addition, careful and 

thorough analysis is also required to avoid misinterpretation of the regression coefficient 

estimates (Rencher, 2005). However, it is important to understand that the least squares method 

cannot completely eliminate multicollinearity problems. Therefore, careful and meticulous 

analysis and selection of appropriate techniques are required to overcome the multicollinearity 

problem and ensure accurate and meaningful regression analysis results. 

 

METHODS 
 

X and the response variable Y, there is a possibility of a different linear relationship for each 

interval X. This type of research uses a quantitative approach and a literature review. The 

sampling technique is purposive sampling, with the entire population being sampled according 

to research needs. The data were analyzed using multiple linear regression solved by the least 

squares method. Before determining the multiple linear regression equation, the classical 

assumption test, especially data multicollinearity, will be carried out first.  

 

Least Squares Method 

One of the methods for estimating multiple linear regression parameters is the Least Squares 

Method (Auqino et al., 2019). In general, the multiple linear regression model is: 

𝑌 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + ⋯ + 𝛽𝑗𝑋𝑖𝑗 + 𝑒 for i = 1, 2, …, j 

Where: 

𝑌  : observation of the response variable 

𝑋𝑖1, 𝑋𝑖2, 𝑋𝑖𝑗 : observations of the 1st, 2nd,... predictor variable 

𝛽0 : constant 
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𝛽1, 𝛽2, … , 𝛽𝑗 : regression parameters 

𝑒 : error for the observation 

 

Ordinary least square is used to estimate the regression coefficients by minimizing the sum of 

squared errors. The ordinary least square estimator of   is obtained using: 

𝑌̂ = 𝛽̂0 + 𝛽̂1𝑋𝑖1 + 𝛽̂2𝑋𝑖2 + ⋯ + 𝛽̂𝑗𝑋𝑖𝑗 + 𝑒𝑖 

which can be written briefly in matrix notation as follows: 

                                  𝑌 = 𝑋𝛽̂ + 𝑒                                              (1) 

Where: 

Y : vektor n × 1 pengamatan pada variabel respon 

X : an n × k matrix giving n observations over k predictor variables 

𝛽̂ : a k-element column vector of OLS estimators of regression coefficients 

𝑒 : an N × 1 column vector of N residuals 

from Equation 1, obtained 

𝑒 = 𝑌 − 𝑋𝛽̂ 
Therefore 

𝑒𝑇𝑒 = (𝑌 − 𝑋𝛽̂)𝑇(𝑌 − 𝑋𝛽̂) 

𝑒𝑇𝑒 = 𝑌𝑇𝑌 − 2𝛽̂𝑇𝑋𝑇𝑌 + 𝛽̂𝑇𝑋𝑇𝑋𝛽                                           (2) 

from Equation 2 can be derived 𝑒𝑇𝑒 against 𝛽̂, namely: 

𝜕𝑒𝑇𝑒

𝜕𝛽̂
=

𝜕(𝑌𝑇𝑌 − 2𝛽̂𝑇𝑋𝑇𝑌 + 𝛽̂𝑇𝑋𝑇𝑋𝛽)

𝜕𝛽̂
 

Thus obtained 

𝛽̂ = (𝑋𝑇𝑋)−1𝑋𝑇𝑌 
 

Multicollinearity 

Multicollinearity was first introduced by Ragnar Frisch in 1934. It is the presence of a definite 

or exact linear relationship between some or all of the predictor variables in a multiple linear 

regression model (Auqino et al., 2019). 

 

The presence of multicollinearity will have the following consequences for the results: 

a. Although BLUE, the least squares parameter estimator, has a large variance and covariance, 

the estimate is less accurate. 

b. The confidence interval of the estimate of the regression parameter will be wide due to the 

effects of the following (Bayman & Dexter, 2021). 

c. The t-test statistic of one or more regression coefficients will tend to become insignificant 

due to the effects of (Lavery et al., 2019). 

d. Although the t-test statistic tends to be insignificant, the modeled value can be high. 

 

In multiple regression, tolerance is used as an indicator of multicollinearity. Tolerance is 

estimated by 1-R2, where R2 is calculated by regressing the independent variable of interest on 
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the other independent variables included in the multiple regression analysis. Researchers desire 

higher tolerance levels, as low levels are known to affect the results associated with multiple 

regression analyses. The tolerance level is the value of 1-R2 when each independent variable is 

regressed against the other independent variables (Adeboye et al., 2014). 

 

Multicollinearity can be detected by the variance inflation factor (VIF). The VIF can be 

calculated using the following (Lavery et al., 2019): 

𝑉𝐼𝐹𝑗 =
1

1 − 𝑅𝑘
2 

where 𝑅𝑘
2 is the coefficient of determination of variable Xj as the response variable against (k-

1) other predictor variables. If the VIF value is > 10, then there is a case of multicollinearity 

between the predictor variables (Weaving et al., 2019). In multiple regression, VIF is used as 

an indicator of multicollinearity. Researchers desire lower VIF levels, as higher VIF levels are 

known to affect the results associated with multiple regression analysis. In fact, the utility of 

VIF, in contrast to tolerance, is that VIF specifically indicates the magnitude of inflation in 

standard errors associated with a given beta weight caused by multicollinearity. A VIF of more 

than 10 begins to indicate a relatively high level of multicollinearity (Adeboye et al., 2014). 

 

RESULTS AND DISCUSSION 

 

The data used is secondary data, namely data obtained from the Academic Information System 

of Nias University. The initial work done is to calculate an overview of the research data 

summarized in descriptive statistics. The following is an overview of the research data 

summarized in descriptive statistics in Table 1, as follows: 

 

Table 1 Descriptive Statistics of Response Variables and Predictor Variables 

Variable Minimum Maximum Mean 
Standard 

deviation 
Variance 

Y 30 120 106.64 16.645 277.043 

X1 9 36 32.13 5.023 25.227 

X2 6 24 21.30 3.423 11.714 

X3 5 20 17.73 2.867 8.221 

X4 10 40 35.48 5.687 32.338 

 

Table 1 is a descriptive statistical table of response variables and predictor variables, where the 

average results are rounded. Next is to obtain regression equations using the OLS method and 

determine which OLS parameters are significant to the response variable. The regression 

equation using the OLS method is as follows: 

𝑌̂ = 2,037 + 0.302𝑋1 + 0.206𝑋2 + 0.172𝑋3 + 0.342𝑋4 
After obtaining the multiple regression equation, the comparison between the correlation in 

each variable is described in table 2 below: 
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Table 2 Correlations 

 
Table 2 above shows that the level of correlation between variables is very high, exceeding the 

previously set requirement of 0.7, so the data is tested for multicollinearity. After the correlation 

test, the next step is to detect multicollinearity. Multicollinearity detection is done by looking 

at the VIF value. The multicollinearity test results are presented in Table 3.  

Table 3 Multicollinearity Test Results 

Variable VIF 

X1 11.275 

X2 14.394 

X3 14.650 

X4 15.551 

 

Based on Table 3, variables X1 to X4 have VIF values greater than 10 so it can be concluded 

that the data used has multicollinearity problems. If the data has multicollinearity after the least 

squares method, the resulting regression coefficients will be unstable and difficult to interpret. 

This can reduce the quality and accuracy of the constructed linear regression model. Therefore, 

it is important to use special techniques such as regularization or PCA to overcome the 

multicollinearity problem in the data before applying the least squares method. Thus, we can 

obtain more stable and accurate regression coefficient estimates and a more reliable linear 

regression model. 

Table 4 KMO and Bartlett’s Test 

 
Based on Table 4, the KMO value = 0.886 so with this value, factor analysis can be continued 

because the value of KMO > 0.5. can be continued because the value of KMO is > 0.5. 

Meanwhile, the Bartlet Test is used to test whether it is true that the variables involved are 

correlated.  

 

Hypothesis: 

H0 = there is no correlation between independent variables. 

Ha = there is a correlation between independent variables. 

https://www.eajournals.org/


International Journal of Mathematics and Statistics Studies 

Vol.11, No.1, pp.30-39, 2023 

 Print ISSN: 2053-2229 (Print),  

                                                                              Online ISSN: 2053-2210 (Online) 

Website: https://www.eajournals.org/                                                         

         Publication of the European Centre for Research Training and Development -UK 

36 

 

test criteria by looking at the p-value (significance). Accept if Sig. > 0,05. The KMO and 

Bartlett's Test table shows that the chi-square value = 193909.542 with 6 degrees of freedom, 

and a p-value (0.000) <0.05, so it is rejected. This means that there is a correlation between the 

independent variables. 

Table 5 Anti-image Matrices 

 
Based on the MSA number criteria, the anti-image matrix table shows that all MSA numbers 

have values above 0.5. MSA numbers have values above 0.5. This means that the analysis can 

continue. 

Table 6 Communalities 

 
The Communalities table shows that for variable X1, a value of 0.949 = 94.9% is obtained. This 

means that 94.9% of the X1 variable can be explained by the factors formed. Likewise for 

variables X2, X3 and X4. 

Table 7 Total Variance Explained 

 
Total Variance Explained shows that eigenvalues below 1 cannot be used in calculating the 

number of factors formed, so the factoring process stops at just one factor. Factor one has 

eigenvalues of 3.832, meaning that with one factor, it can explain 3.832, or 95.79%, of the total 

variance explained. This factor can explain 3.832 or 95.79% of the total diversity of the original 

variable. 
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Table 8 Component Matrix 

 
The component matrix table shows that only one factor is formed from the three variables. This 

means that one factor is the most optimal number to reduce the three independent variables. By 

using the Component Score Coefficient Matrix table, the equation for the new factor formed is 

as follows: 

𝐹1 = 0.974𝑋1 + 0.980𝑋2 + 0.980𝑋3 + 0.981𝑋4 
The resulting factor scores can be used to replace the scores on the original independent 

variables. Once the multicollinearity-free components of the PCA results are obtained, they are 

regressed or analyzed for their effect on the independent variables using linear regression 

analysis. 

After obtaining a new independent variable (F1) that is free of multicollinearity through the 

PCA technique, the next step is to regress the new independent variable (F1) on the independent 

variable (Y). Because the new independent variable (F1) formed is only one, then the model is 

used simple linear regression analysis as follows: 

𝑌 = 𝛽0 + 𝛽1𝐹1 + 𝑒𝑖 
which is 

 𝐹1 = 0.974𝑋1 + 0.980𝑋2 + 0.980𝑋3 + 0.981𝑋4 
Based on the Coefficients  table 9, the regression model is obtained as follows: 

𝑌 = 106.639 + 16.636𝐹1 

 

 

 

Table 9 Coefficients 

 
 

CONCLUSION 

 

Multicollinearity can cause problems in estimating accurate regression coefficients. The least 

squares method is used to determine the coefficient values in a straight line equation by 

minimizing the sum of the squared differences between the observed values and the values 

estimated by the mathematical model. However, when data is subject to multicollinearity, 
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several techniques can be used to overcome this problem in the least squares method, including 

using PCA or ridge regression. PCA can be used to overcome multicollinearity problems in 

data analysis. In the case of multicollinearity, highly correlated variables can be identified and 

combined to form new factors that are more independent of each other. The new factors can 

then be used as input variables in regression analysis or least squares methods, resulting in more 

accurate regression coefficient estimates. Using PCA to overcome multicollinearity will result 

in a simpler model that is easier to interpret. However, keep in mind that the interpretation of 

the new factors should be based on knowledge of the original variables that make up the factor.
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